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3.2. Maritime risk assessment systems and methods

3.2.1. Formal Safety Assessment

In the maritime context, there is a rational and systematic risk-based approach
for safety assessment—Formal Safety Assessment (FSA) (Berle, Asbjgrnslett, &
Rice, 2011; Trucco, Cagno, Ruggeri, & Grande, 2008). FSA was developed by the
International Maritime Organization, which is the basic international institution
responsible for developing and maintaining a comprehensive regulatory frame-
work for shipping, and thus for providing maritime security and safety.

FSA can be applied to specific maritime safety issues in order to identify
cost-effective risk reduction options. The FSA process consists of five steps (Berle
et al., 2011; Ellis et al., 2008):

(1) hazard identification: identification of all hazards related to the activity / ship;

(2) risk assessment: building a risk model and determining probabilities and con-
sequences for all branches of the risk model;

(3) risk control options: identification of measures to control and reduce the iden-
tified risks;

(4) cost benefit assessment: determining cost effectiveness of each risk mitigation
option and preparing a ranking for them;

(5) recommendations for decision making: deciding and making a plan of future
activities, based on the results of previous steps.

FSA is commonly seen as the premier scientific method for maritime risk anal-
ysis and for formulating maritime regulatory policy (Goerlandt & Montewka, 2015).
Therefore it was selected as a foundation for the risk and reliability assessment
method that will be presented in Chapter 7.

3.2.2. Maritime risk assessment approaches

In the literature, there are many different analysis techniques and models that have
been developed to aid in conducting risk assessments in the maritime domain and
which are dedicated to the different steps of FSA.

With regard to the first step of FSA—identification of threats and risk variables—
the commonly used methods are: literature review, brainstorming, methods for
analysis of possible threats, and unwanted events (e.g., Hazard Identification Study,
Hazard and Operability Study Failure Mode and Effect Analysis) (ABS, 2020; Ellis
etal., 2008).
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The second step—risk assessment—concerns mainly building a risk model.
The methods here can be divided into qualitative and quantitative ones. The
quantitative methods include: statistical analysis (based on historical records)
(Blaich, Kohler, Reuter, & Hahn, 2015; Gerigk, 2012; Soares & Teixeira, 2001),
Bayesian Networks (Berle et al., 2011; Gyftakis et al., 2018; Trucco et al., 2008),
correlation analysis, Fuzzy Logic (Balmat, Lafont, Maifret, & Pessel, 2009; Elsayed,
2009; Johansson & Falkman, 2007), simulation-based methods (Blaich et al., 2015),
or a combination of several methods (Eleye-Datubo, Wall, & Wang, 2008; Tu,
Zhang, Rachmawati, Rajabally, & Huang, 2017).

With regard to qualitative risk assessment, the common methods are: Fault
Tree Analysis (Hahn, 2014), Event Tree Analysis (Berle et al., 2011), risk matrixes,
risk profiles, F-N curves, and relative ranking/risk indexes (ABS, 2020).

There are also risk assessment methods with a differentiation of critical factors
which influence the overall risk level more heavily. They include either weights
(Balmat et al., 2009; J. Liu, Yang, Wang, & Sii, 2005) or assume that only these risk
variables are taken into account for which the probability of their occurrence is
above a defined threshold (Trucco et al., 2008).

From the point of view of information systems, risk models are developed
based on various artificial intelligence and machine learning methods. They focus
mainly on modeling a “normal behavior of a ship by application of supervised and
unsupervised techniques, such as classification, SVM, clustering, neural networks,
or rule-based systems” (Chandola, Banerjee, & Kumar, 2009; Laxhammar & Falk-
man, 2010; Lee & Lee, 2006). Besides, test beds for assessment of new safety and
risk applications are used (Hahn, 2014).

Table 3.1 presents a summary of popular methods for risk assessment, which
are applied in the maritime domain.

The presented summary shows that there is a number of methods that can be
applied to conduct maritime risk assessment. Therefore, the key issue is to choose
the right method (or a combination of methods) which best matches the analyzed
situation. The selected approach must also take into consideration that estimation
of the probability of an adverse event and its effects. In relation to maritime
transport this estimation may depend on various factors such as: itinerary, cargo
size and volume, type of cargo and its properties (see Section 3.3 for a detailed
overview of risk factors). One of the methods presented in this research (Chapter 7)
assumes utilization of Bayesian Network (BN). The method for punctuality predic-
tion, in turn (Chapter 8), uses concepts of a route prediction, ETA estimation, ship’s
density and various hazard in the maritime operational environment, including
geopolitical risk. Therefore, these methods are presented in more detail in the
next section.



(a6107

‘ueg 1 ‘SueyZ ‘uex

‘Uep ‘8T07T ‘SISSIAOUOY

¥ ‘Olasey ‘euripug

‘6002 ‘pa4esid ‘020¢ ‘SdV)

saouanbasuod

JU2IJIP 01 309dSa1 YI1M SOLIBUSDS TUSISPIP JO 10edWll 931 JO UOIIEN[BAS 10]
Pas pauyap SISLI JO [9AI] B ‘90uanbasuod-pooy1[ayI] JO UOTIRUIqUIOD [JBd 10]
X117eW © 3UISn $30uanbasuod pue pooyIayI] S11 JUNOIJ. 0IUT SULYE] PIILN[BAS SI
OLIBUDDS YSII YB3 {S9POW 2IN[Te] 931 JO AI[BITILID YSLI 9Y1 JUEI 01 Pasn POYIDN

XLITBW YSTY

(020T ‘Sav)

Ys11 Jo ad 41 Aue 01 91qeordde {S10INQLIIUO0D A3 Y1 JO S9SNED 1001 SUIA[IapUN
91 pue pa1Indd0 sey deysrut e Moy JI9A0ISTP AJ[eITIRWIISAS 01 pasn ‘dey
asnen) 100y ‘onbruydal sAYM S ‘SUnIByd JUSAY Se Yons ‘S[00] SISATeUR JO 19§

sIsATeue asned 100y

(FTOT ‘UyeH ‘810¢
‘SISSOAOUOY 1@ ‘01asey
‘euripug :800¢ “Ie 19 SId

uo1sojdxa/a1y jo uoneSedoid pue sdeysIu JUSWIAOW
[9SS9A JO SISATRUR 10] PIST U1JO JUIAS SUNBNIUI U JO SaW0dIN0 d[qissod

. ; y SSaIppe 01 pasn AJisow ‘sisA[eue Jo adA1 A19A3 1sowrfe 10] a1qedrdde ‘deystwr | SISA[euy 291], 1UaAq
T o.NuﬁMMWWNMWMMMMmM e Suronpoid Jo sjqeded ‘TuaAd SunenIuUl UB JO SSW00INO 9]qIssod sazATeue
i 1 2SI JO SISATRUR PUER UONBIYNIUSPI 10 anbruyoal aAnonpap ‘Jesryder
‘ZnAYV D1V ‘0207 ‘SAV) 1.3SL1JO SISATeUE D 1edgnuapI 10J aNDIUY. 1onpap Testyderd
—— SWA1SAS UOTIBDTUNTIWOD PUE [0ITU0D ‘OTUOIIIA[
ank Ammmws %%\ x91dw0d 10J PIsN U210 ‘SINJTRJ WIISAS OP10ads JO SISNED [RIUIWEPUN]
& v A W90 91 SS2Ippe 01 Pasn A[Isowl ‘SISATeue Jo 9dA1 A19A3 3sowre 103 d[qedridde
‘110T 901y X ‘Nd[suIBlqsy | ) SIsA[euy 931, Jneq
51198 ‘0207 “UE[SIY 1 JU2A3 dY10ads B 9SNED JYSTW YOTYM SIUAD [RUISIXD PUE SIOIId UBWINY ‘SaIN[Ie]
7k ! ;u.z . ‘sqv) Juowdmba usamiaqg sdrysuorieal [ed150] SMOYS PUEB TUSAD PIIISIPUN UL WOIJ
AV DY -020T sgV S1IB1S 1 ©SII JO SISA[EUR PUB UOIIBIYIIUIPI 10 anbruydal aAnonpap ‘Teorydein
. DS ‘0o SOLIBUAIS YSLI 9[qIssod 91eI9Ud3 01 Pasn :1010e] yS11 pue 2dods ‘9d£y
(STOZ "J9IIA *S00T "00M S11 AQ pauygap SI WA YO {Paynuapl udaq dAeY 1Y) SYSLI [erjualod aIe Swall Sorered ysry
Q NOO-H »\mvﬂm\wOE:Um JOQUV . . . . . . . . .
U [[e ‘9InJeu Ul O1I9USS 95enSue] UOWWOD 9Y) SUISN Pauyap ‘s)SLI JO UONDI[0D)
(96107 ‘Suex % ‘ueyz 951130 3df
Mwwﬁcﬂ\ww..moom MNMMZ Aue 01 91qeordde Juawissasse Ys11 9A1IdLIdSIp e se pasn ‘poylaw rydpg pue sisATeue SATIEIITEN
B .wowm Jm. H wﬁﬂm omow SMIIAIIUI ‘SurtnIoisurelq axe sajdwexa (s119dxa 1933eW 109(qNS AQ PAUTULIAIAP paseq-11adxyg HENEND
n5 g ;ubEmQ. “weyseq) a1e 1oedwr pue A11qeqoid 1193 ‘SOLIBUDS YSII ‘SI0108] YSII YOIYM UI POYIIN
LERLIEAEIEN | uonjeoridde pue uondrsaq POYISIN £108918D)

UTEUIOP SWIIILIRW 3] UI P3SN SPOYIIW SISATRUR YSLI PIIII3S YL, T°E A[qeL




(100T ‘BIRXIAL X
S9IB0S ‘7107 ‘D 19 ‘SUsN
T1-2T0T 81129 ‘8T0C

OLIBUDDS YSLI 10 JUIAD UE JO A1[1qeqoid ay3 91ewrisa

‘SISSIAOUOY X ‘013SBY 01 Pasn {(SOTISIIBIS JUPIDOE “§9) BIEP [BI1I0ISTY UO AJUTEW PAseq {UONBIAID SISA[eue [eo1IS1IL1S
‘ULIpUY ‘0T 0T ‘USSUNIR] | pIepuels ‘ANANISUIS ‘SWBIS0ISIY JO SISATRUR ‘UOIIR[21I0D 9YI] SPOYISW [BITISIIBIS
1 U3pIF :ST0T ‘UYeH
1@ ‘19INJY “IS[YQY ‘Yorelq)
s[assaa Sunoadsul pue Surpieoq 10J
(8007 “TR 312 STIH ‘6007 | Sonmorid ysiqeiss 01 pasn A[AISUIXS {(papasu a1k sanionid aAne[a1 AJuo uaym -
‘195S9d % 12131\ ‘JUOJe] Aj[e1oadsa) uorrenais sisA[eue jo adA) Aue 01 o1qedrjdde A[[eIoauas saAneuIE XopuI YSry -ﬁscmzmu
‘Jewrreg ‘0Z0¢ ‘SAV) SNOLIRA JO SUOSLIEAWOD AIIB[21 SURBW 10] [NJISN ISY1INJ Ik 1Y) SaXopul :
91eIMOTEd 01 (3110d/[9SSaA JO SIMIBI] “5°9) S9INQLIIIER SNOLIRA SISN T8l POYIDN
(€007 ‘OIS3T[eq Su11991s pue uoisndoid Jo sso[ ‘91 ‘UoIsI[[0d ‘SuIpunoisd
: 1] S21103918D pIeZEY SNOLIBA 103 9[qedridde (S1U2A3 [eO1ILID 9Y3 dUPAP 01 SMO[[e
1 SSOID (TT10T ‘9014 : SweISerp aduanpu]
9 “NOISWIBGEY 3p9g) pue s1U2Ad 3[qIssod JO SI1I9S S[9POW 11 ‘S10108] [BUONIBZIUBSIO pUe [euoneIado
‘£101e1N§31 UOaM]Dq SUOIIR[IIIIUI MOYS 03 pasn anbruyoal [esrydein
(Juawissasse YsL1 ap1m-110d “5-9) SaNIANIOL JO d5UeI prO1q SSOIJR S9[Jo1d YSII sa[goid
(0TOT ‘sgv) | Suneiauas 10] pasn :s119dxd I1911BW 103[NS UO SIATAI {SOLIBUIIS SSO] JUBIYIUSIS YSII / JUSWISSISSL
1M PIBIDOSSE YSLI 911 9Z11910eIeYD 01 pasn yoeoidde paseq-dnysey YS11 ATeuruiiaig
(a610T saouanbasuod
‘Suey x ‘Sueyy ‘uex JUAIPIP 01 109dSaI YIIM SOLIBUDS TUAIIPIP JO 10edwll 93 JO UOIIBN[BAD 10]
‘UBM ‘8T QT ‘SISSOAOUOY | PIsn {pauyap SIYSLI JO [9AI] B ‘90uanbasuod-pooy1[ay1] JO UOIIBUIqUIOD [JBd 10] XIeW STy | dANEIEend)
g ‘o1osey ‘PULIPUY | ‘X11IBW B SUISN $90UaNDISU0D pUE POOYI[aYI] SII JUNODJ. OJUT SUIY L] PIIBN[BAD ST
£600C ‘PABSIH (070T ‘SIV) | OLIBUSIS YSII OB {S9pOu dIN[Ie] Y3 JO AITBONILID YSLI 31 YURI 01 pasn POYIRIN
S90UAIAYY uonedidde pue uondridsaq POYIPIN £108918D




S[I0M UM :92IN0S

(10T MO R ‘SUSN ‘T7)

UOISI[]0D 10 SUIpunois Jo ysi Surjopowt
105 91qedridde quaas ue Jo A11qeqoid e 91BWIISS 01 PAsN SPOYISW [BINRWAYIRIN

UOTIBWIIISd
JERJREEYITES)

(86107 ‘Suex 1 ‘np ‘Sueyz
‘uex ‘uep (410T ‘Sueny
1R ‘A[reqefey ‘nemewryoey
‘Sueyz ‘nI, 6002
‘BYSMIZS0SI] X ‘UBUUBRIN
‘DISMOMNIBIN ‘500T ‘IS %9
‘Suep ‘Sueg ‘NI 1102

anjeA ysu pue

saouanbasuod ‘A1r11qeqoid dew Yorym sana Uayl-J1 Yiim pasn ualjo ‘SIsA[eue
YS11 Ul $10308] UBWNY JO UOIIEI0d100UI 10 SMO[TE ‘{uonngunsip Aiqeqoid

e Aq A19s10a1d pajuasaidal aq jouued snyi pue (Azznj 10 ‘snonSiquie ‘anSea sI

S9N NHH.L-A1

813 TEYUOED ‘6007 1010€) 10108] YS1I B 10 AJUTR1ISOUN UE SISIX 219Y] UdYM PIsST {SINDI0 11 19Iaym o1807 AzzZng
pakes[ ‘800T ‘Suem 10U ‘SINDJ0 TUAD UB YIIYM 01 99133p 93 SOINSLIW 1 £(S92139P JUSISPIP 01 INq
% ‘[[EA ‘0qnIeq-943] JWIT] SUIES 3] T SISSBID JUIA [BIIAIS 03 FUO[dq 1BY] SIWO0IINO “I°T) AymSiquie
; . ) SSB[D JUAD 93 S2GLIDSIP eI AJUTRIIDUN DISTUTULIDP Jo 9dA) ® ST ssauIzznyg
-600C 195894 1@ 1911
‘quojer ‘rewreq :0Z0¢C
‘ue[s1V 39 ‘ZnAYVY ‘DY)
(e6TOT ‘Suex
¥ ‘NP ‘Sueyz ‘uex ‘uepm
£210T ‘Sueny x ‘A[eqeley SISA[eUB UOIIBSNED Y] Ul UIIJO ‘SOLIBUIS
‘nemeuryory ‘Sueyz my, YSLI SNOLIBA JO UOTIRWIISI AJI[Iqeqo1d 10] Pasn {soIe Aq opet SUOIIDUU0D SIoMIBN UEISaAEg aAn
{8007 ‘Opue1n } ‘11933nyY ysnoiyl ‘(s)apou 1910 uo puadap ued saniIqeqoid 3say3 ‘saniiqeqoid ) -emueny
‘ouge) ‘000n1], {8107 PoULaP 1M SI[QBLIBA YSLI 1B S9POU 219UyMm ‘Onbruydal paseq-ydein
“Te 39 s{eYAD (T T0T ‘901
¥ “NI[SWIG(qSY ‘9[199)
S90UDIAJIY uonedidde pue uondridsaq POYIPIN £108918D




4.1. Data sources used in the maritime domain

71

interpreted. Therefore, information systems with advanced processing, analysis,

and reasoning capabilities are required, which would provide a fast asse

ssment of

the situation and support users in decision-making (Pallotta, Vespe, & Bryan, 2013).
It concerns real-time identification of potential maritime threats in particular.
Other reasons why the AIS suffers from some data quality problems and needs

further improvements are as follows:

e Along coastal regions, ships are tracked using the terrestrial station network,

offering update frequency of ship positions within 15 minutes.

e Satellite AIS reception in coastal regions, especially in areas of high vessel
density such as the North Sea or the Baltic Sea, is relatively poor due to the
limited storage capacity of satellites. Still, there are maritime regions where AIS
coverage is limited (see an example of the Baltic Sea with poor AIS coverage, i.e.,
in Bothnian Bay, the East Gotland Basin, and the Bornholm Basin) (Figure 4.3).

e Despite the growing satellite constellation (totaling to 60 at the end of 2020,
provided by different companies like ORBCOMM, exactEarth, or Spire Global),

AIS reception on the open seas (outside of terrestrial coverage) m
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Figure 4.3. An example of AIS coverage on the Baltic Sea

Source: The SimmoViewer application developed within the SIMMO project.
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limited. As a result, access gaps, i.e., time periods when a ship is not in view of
an AIS satellite and no vessel position can be acquired, still happen.

To sum up, the current capabilities in the area of AIS data provision and uti-
lization are still under development. This especially concerns the integration of
data about ships from various sources and the use of intelligent data analysis tools.
Even when it comes to AIS data, the usage of terrestrial and satellite-based AIS
has not yet been fully exploited. As a result, there are some challenges with regard
to the capabilities of maritime surveillance systems.

Long Range Identification System (LRIT)

The Long Range Identification System (LRIT) is another international tracking
and identification system incorporated by the IMO under its SOLAS convention
to ensure a monitoring system for ships across the world. The LRIT is required
of all passenger ships, cargo ships of 300 gross tonnage and above engaged in
international voyages, and mobile offshore drilling units. These ships must send
reports to their flag administration at least four times a day (i.e., every 6 hours).
A vessel transmits its identity, position (latitude and longitude), and the date and
time of the position. The system consists of shipborne satellite communications
equipment, like INMARSAT or IRIDIUM, and is a point-to-point communication
system. The data transmitted within the LRIT is stored in national or regional LRIT
Data Centers, which are managed by contracting governments. In the case of the
European Union (EU), LRIT data are stored in the EU LRIT Data Centre and are
managed by the European Maritime Safety Agency. The data are available only to
authorized entities of the Member States.

Vessel Monitoring System (VMS)

Vessel Monitoring Systems (VMS) are tracking systems that are used to track and
monitor the activities of commercial fishing vessels. They are mainly used for
fisheries management by ensuring proper fishing practices to prevent illegal fishing.
A VMS usually covers the territorial waters of a country or Exclusive Economic
Zone. Unlike the AIS, it is not standardized globally. Therefore, the functionality
of a VMS varies according to the requirements of the nation to which vessel is
registered and the regional or national waters on which the vessel is operating.
However, the ships under EU flags must send reports based on the EU standard,
EU-VMS. The main disadvantages of VMS is that a VMS data are private and not
publicly available.
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Multi-sensor contact data

A multi-sensor signal generates contact-level data for all available sensors, such as
coastal radar, SAR, video, IR, etc.

Coastal High Frequency Radar (HFR) provides regular, high-quality information
on ocean surface currents. The HF-Radar provides real-time observational data of
the surface currents via coastal stations. Understanding marine currents is of great
importance for the development of activities related to maritime transport, since
it provides information about the trajectory of a vessel or drifting object. Thus, it
allows vessels in the radar range to be tracked.

Synthetic-aperture radar (SAR) is a form of radar that is used to create two- or
three-dimensional images of objects, such as maritime areas. SAR uses the motion
of the radar antenna over a target region to provide better spatial resolution than
conventional radars. An SAR is typically mounted on a moving platform, such as
an aircraft or spacecraft.

SAR images have a wide scope of applications in remote sensing and mapping
the surface of the Earth. Itis also a useful technology in environmental monitoring,
foer example oil spills, flooding, urban growth, and global change. Measurements
that cover an ocean area can be used to deduce surface waves or to detect and
analyze surface features such as fronts, eddies, and oil slicks. SAR can also be
implemented as inverse SAR in order to observe moving targets over time (e.g.,
ships). In the maritime domain, apart from mapping the surface of the sea and
oceanography, it is used to detect objects in open seas. Some SAR images are
published by the European Space Agency, but access to the data requires prior
registration and the submission and approval of a proposal.”

Signal Intelligence refers to the capability to detect, characterize, and geolocate
various types of radio frequency emitters. Specifically, in the context of maritime
surveillance and the detection of non-cooperative ships, signal intelligence data
are key. Signal intelligence data are commonly collected by various military stake-
holders, but recently private entities are also offering such capabilities, for example
HawkEye 360 (US) or Kleos (UK).

Other sensor data include cameras, closed circuit television (CCTV), infra red
imaging, and underwater sensors.

Geographic Information System data

A Geographic Information System (GIS) is a system designed to capture, store,
manage and analyze spatial and geographic data. GIS datasets can be used in
various applications, especially for locating all kinds of phenomena, especially
those which vary over time, and for further visualizing them on maps. In the

7. https://earth.esa.int/web/guest/data-access/products-typology/radar-imagery/
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maritime domain examples of GIS data are port locations, maritime protected
areas, ocean fishing regions, fish species habitat distribution, political national
borders and Exclusive Economic Zones, bathymetry, etc. Much of the data is freely
available for potential users.

4.1.2. Weather data

There are several sources that provides weather data for maritime areas on a regular
basis. They can be grouped into two categories:

e sources providing only forecast data, for example, windy.com, predictwind.com,
NOAA;

e sources providing forecast data and historical weather data, for example, yr.no,
Copernicus, or the European Centre for Medium-Range Weather Forecasts
(ECMWE).

The first group provides only forecast data for a defined number of days in
advance (e.g., 5- or 10-day), while the second one additionally offers information
about actual weather in the past in the form of daily, monthly, or yearly means. The
available weather data sources also differ with respect to the area covered (global
or selected local areas), data resolution (from 30 km up to 7 km), update frequency
(once or several times a day), the forecast model used, and the scope of the data
(the set of weather parameters that can be observed). Moreover, the technical
parameters of the available data may vary with regard to the data format (the most
popular are grib or NetCDF files, though JSON/XLM formats are also supported),
how the data are shared (via API, a webservice, or ftp), and data accessibility (there
are fully open and free data sources, such as Copernicus, yr.no, or NOAA National
Weather Service), commercial sources with free and paid options available (e.g.,
windy.com, or predictwind.com), as well as sources available only to authorized
users (e.g., ECMWE).

In the study presented in this book historical weather data from Copernicus
were used. Therefore, this data source is described in more detail.

Copernicus® is the European Union program aimed at developing European
information services based on satellite Earth observation. It is managed by the
EU and the European Space Agency (ESA). Within this program vast amounts of
global data from satellites and seaborne measurement systems are provided. The
content is freely and openly accessible to users.

The information services offered by Copernicus can be grouped into six main
themes: land, ocean, emergency response, atmosphere, security, and climate

8. http://www.copernicus.eu
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change. For the scope of this research, the ocean topic is highly relevant. Coperni-
cus offers sea status observation and forecast information for various parameters
like wind, temperature, ice cover, salinity, or chlorophyll. These datasets can be
downloaded in an automatically from the data hub.’

The main source of maritime weather data is the Copernicus Marine Envi-
ronment Monitoring Service (CMEMS).X° The service provides information from
both satellite and in situ observations, daily state-of-the-art analyses and fore-
casts daily, and historical weather data for different maritime areas. The data are
available through the CMEMS services that are open, free, reliable, and sustain-
able.l!

The Copernicus weather data are stored in NetCDF files—the Network Com-
mon Data Form. This is a file format dedicated to sharing array-oriented scientific
data. It is also the standard of the Open Geospatial Consortium (Opengeospa-
tial.org, 2018). Version 4.0 (released in 2008) allows for the HDF5 data file format.
Hierarchical Data Format (HDF) is a file format designed to store and organize large
amounts of data.

The characteristic thing about NetCDF is its capability of self-description. The
header of the file describes the layout of the rest of the file, in particular the data
arrays. It can also provide arbitrary file metadata in the form of name-value at-
tributes. The NetCDF format is platform independent and there libraries available
for all major programming languages.

For the research presented further in Chapter 9, from all available Copernicus
services we used only those that provide parameters of interest to our analysis,
that is, data about wind (speed and direction), wave height, sea currents and tides,
ice coverage, and covering selected maritime areas (i.e., the Baltic Sea, the North
Sea, and the Norwegian Sea in the Arctic Ocean). The process of acquiring and
extracting weather data from Copernicus is elaborated in Section 4.6.3.

4.1.3. Internet sources

Sensor data, like the AIS, provide only basic information about a given ship. In
order to complement the sensor data with relevant information about ships, exter-
nal sources and databases can be used. A great example might be various Internet
sources that publish maritime-related data.

Open Internet data sources can provide general ship data (flag, detailed type,
length, gross tonnage, capacity, technical specifications, and construction details),

9. http://marine.copernicus.eu/services-portfolio/access-to-products/

10. http://marine.copernicus.eu

11. The detailed catalogue of services is available at http://marine.copernicus.eu/wp-content/
uploads/2016/06/r2421_9_catalogue_services.pdf


http://marine.copernicus.eu/services-portfolio/access-to-products/
http://marine.copernicus.eu
http://marine.copernicus.eu/wp-content/uploads/2016/06/r2421_9_catalogue_services.pdf
http://marine.copernicus.eu/wp-content/uploads/2016/06/r2421_9_catalogue_services.pdf

162 6. Maritime anomalies detection

BELARUE

ALGERIA

Lanfet | Tiws © o — Ens, Delorme, RATEQ

Figure 6.5. Average relative speed of vessels in a given segment, Europe

Source: Own work.
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Figure 6.6. Standard deviation of the relative speed of vessels in a given
segment, Europe

Source: Own work.
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(5) Compare the relative speed with the average relative speed characteristic for
a given region. The allowed deviation is determined by standard deviation.

The algorithm required some tuning, i.e., it had to be decided what the reason-
able deviation was. Figure 6.7 compares two variants: with 1-¢ and 2-0, where o is
the standard deviation. The latter seems to return fewer false positives, therefore
in further experiments this value was kept. However, this value can be further
parameterized, if needed. The meaning of the colours is as follows:

e red: the ship is traveling at the relative speed lower than the average relative
speed minus 2 times standard deviation (20);

e green: the ship is traveling at the relative speed higher than the average relative
speed plus 2 times standard deviation.

The red-marked messages are considered as loitering.

TN
g

- -

Figure 6.7. Relative speed anomalies with two deviation variants, MMSI 210688000

Source: Own work.

Route anomaly. The route anomaly is defined as an unpredictable movement, i.e.,
not following a trend or a pattern. The most typical examples are a sudden change
of speed or course over ground. In this approach a prediction is made based on
a current trajectory of an analysed vessel. We analyse the trajectory and based on
the last three locations (from AIS) we extrapolate the next location.

During this analysis we came across several sub-types of how anomaly can be
discovered:

e average speed anomaly: speed higher than possible for a ship; this way we also
clean incorrect AIS data readings,

e location anomaly: a ship is found in another location than inferred from the
previous course,

e triangle anomaly: a ship is traveling along the longer edges of a triangle instead
of the shorter, e.g., making a zig-zag or traveling back and forth,
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e angle anomaly: change of course over 90 degrees; we assume that a ship should
not change course rapidly; if this is the case, it should be interpreted as loiter-
ing.

Unpredictable location anomaly. In this method the following algorithm is used:

(1) Take two preceding locations along with timestamps.
(2) Based on speed and timing predict the next location.
(3) If the real position is different from the one predicted, raise an issue.

In order not to raise too many warnings, we allow the deviation from the
predicted position of 3 miles (the tolerance). We also do not try to predict if the time
intervals between positions are longer than a specific amount of time (here 1 hour).
Prediction is also not conducted at the beginning of the travel segment, when the
necessary number of measurements is not yet available. Sample anomalies using
the method are presented in Figure 6.8.

ANOMALY: unpredicted locabon 6,17 miles away
segment 37
limestamp J076-01-23 14 18 06

Figure 6.8. Trajectory of ship Amazonith (MMSI: 210688000) with unpredictable loca-
tion anomalies

Source: Own work.

What can be concluded from the mentioned figure is that anomalies have
the tendency to focus around certain areas. These are the regions where heavier
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marine traffic can be expected, for example in the English Channel and around
Portuguese ports. Another explanation is that more anomalies occur around
destination ports. This can be connected with waiting for the permission to enter
the port.

Sharp change of course. In this case the following heuristics is used: if the ship
changes the course more than 90 degrees, as measured between three consecutive
messages, then the issue is raised.

Thanks to the proposed method it was possible to discover quite interesting
angle anomalies. For example, one vessel, while waiting for the entry to the port,
was traveling in circles (see Figure 6.9). More rational behaviour would be rather
to stop on the high sea, so it was another reason why such an example should be
treated as a loitering anomaly.

Some of the discovered anomalies seemed to be false positives and required
amore detailed analysis. For example, in some cases anomalies were discovered on
seemingly straight course trajectories (see Figure 6.10 left). In these particular cases
the turn was almost 180 degrees. However, what was peculiar, it always occurred
two times in a row. Later on, we identified the source of the problem: messages

Figure 6.9. Angle anomaly—a vessel traveling in small circles

Source: Own work.
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were received by various AIS devices, which had unsynchronized clocks. Thus, the
problem resulted from the incorrect ordering of the points forming the trajectory.
Fortunately, the device responsible for incorrect timestamps was responsible for
less than 0.5% of messages. Another source of false positives can be manoeuvres
close to ports (see Figure 6.10 right).

3 0
\

Figure 6.10. Trajectories with marked angle anomalies. Left: anomalies on straight
trajectories. Right: false positives around ports

Source: Own work.

Travel-time anomaly. We also proposed a method to discover loitering by looking
at the longer segments of ships trajectories, not only at single messages. We tried
to estimate the typical travel time between certain areas. Loitering would be
discovered when a non-typical travel time was detected. More specifically, it would
happen when a vessel was not following a normal or historical route: different
times of travel when compared to its own historical routes or routes of a similar
ships (type, size, cargo).

For the detection of this type of loitering we needed typical travel times be-
tween trajectory segments. In our database, after execution of previous algorithms,
we had already had trajectory segments, i.e., parts that have the same navigational
status and contain consecutive locations of a ship. It was then possible to measure
the travel time and distance between the starts and ends of many segments. If
normally the travel takes 12 days and we observe 17 days, then the whole track can
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Figure 9.7. Anomaly S3—ALIS position reports sent by FoC tankers (relative)

Source: (Filipiak et al., 2018).

Further on, we analysed the spatial distribution of tankers being on a detention
or banned ships list. A ship can be subject to Port State Control (PSC), after which,
in the case of an occurrence of any deficiencies that are clearly hazardous to the
safety of a state or to the environment, a ship can be detained (Anomaly S5). If
a ship was detained three or more times by a maritime authority during the last 12
or 24 months, it is classified as banned or added to the list of under-performing
ships by a given MoU (Anomaly S4). In the course of the analysis just a single
banned tanker was found in the area of the Gulf of Oman (Figure 9.8). On the other
hand, detained tankers were found across the whole globe. However, it seems that
they were active mostly near Micronesia and the Marshall Islands (Figure 9.10).

Then, we analysed classification certificates issued by the so-called low-per-
forming Recognized Organizations / classification societies (RO). Classification
societies are non-governmental organizations that establish and maintain tech-
nical standards for construction and operation of marine vessels. The primary
role of a classification society is to validate if a design and technical equipment
of a ship are in accordance with the published standards. If a ship meets all the
requirements, a classification society issues a classification certificate. However,
among the classification societies, there are ones that do not perform a minimum
number of inspections in a 3-year period and are called Recognized Organizations
(RO).If ROs do not meet the criteria for their ships to qualify as Low Risk Ships, they
are listed as low-performing ROs (Anomaly S6). Thus, ships having a classification
certificate issued by a low-performing RO are potentially dangerous. Our analysis
showed that in 2015 such tankers concentrated mostly at the Chinese coast and
particularly near Taiwan (Figure 9.9).
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Figure 9.8. Anomalies S4 / S8—AIS position reports
sent by a banned and withdrawn
or suspended tanKker (relative)

Source: (Filipiak et al., 2018).
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Figure 9.9. Anomaly S6—ALIS position reports
sent by tankers belonging to low
performing ROs (relative)

Source: (Filipiak et al., 2018).

Classification societies are also responsible for granting a classification status
for ships. This status is designated based on a periodical survey of a ship and it
ensures that a ship meets the classification standards. There are five classification
statuses that may be granted: delivered, suspended, reinstated, withdrawn, or
reassigned. The ships with the withdrawn and suspended status may be regarded
as an anomaly (Anomaly S8). We detected only one tanker that matched this
criterion—it was the same vessel as presented in Figure 9.8.
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Figure 9.10. Anomaly S5—AIS position reports
sent by tankers marked as
detained (relative)

Source: (Filipiak et al., 2018).

The final static anomaly concerned tankers being owned / managed by a poor-
-performing company. The European Maritime Safety Agency (EMSA) publishes
a list of such poor-performing companies (Anomaly S7). In the course of the
analysis, 24 tankers matching that criterion were identified. They were particularly
active in some parts of the Pacific Ocean, south of Hawaii (Figure 9.11).
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Figure 9.11. Anomaly S7—AIS position reports sent by tankers belonging to low per-
forming companies (relative to the number of all considered position reports in a seg-
ment)

Source: (Filipiak et al., 2018).
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Table 9.2 summarizes the detected static anomalies for tankers.

Table 9.2. Static anomalies related to tankers in 2015

ID Anomaly No. of tankers %
S4 IMO in banned list 1 0.003
S8 Withdrawn or suspended 1 0.003
S6 Low performing RO 5 0.014
S7 Low performing company 24 0.069
S1 Black-listed flag 1512 4.362
S2 Gray-listed flag 1521 4.388
S5 IMO in detention list 1983 5.721
S3 Flag of Convenience 7097 20.475
Tankers without static data anomalies 24345 70.235
Tankers total 34662 100.000

Source: (Filipiak et al., 2018).

9.1.5. Loitering detection

As already indicated in Section 6.4, loitering is mainly related to an anomalous
speed of a vessel. In our research, loitering-related anomalies were divided into
seven categories: invalid coordinates (L1), location (L2) or speed (L3), sharp change
of course (L4), unpredicted location (L5), and unusually low (L6) or high speed (L7).

The first three types of anomalies (L1-L3) result from the verification of the
correctness of AIS data values. First, we checked if correct coordinates are provided
in an AIS message. If not, Anomaly L1 is reported. Then, whether the reported
speed over ground is within expected limits (Anomaly L2). We set a threshold at
25 knots, meaning that a speed above this value will be perceived as an anomaly.
Thanks to this, segments with the highest relative number of reports of invalid
speeds were identified (Figure 9.12). In the next step, we checked whether an
actual position of a ship is reliable considering its potential speed over ground
(Anomaly L3). This method makes it possible to eliminate problems with incorrect
AlS reading since it filters out cases of sudden teleportation of a ship (Figure 9.13).

The next method concerns an angle anomaly (Anomaly L4), which detects
a sharp change of course (over 90 degrees). If a ship changes its course so rapidly,
it might be interpreted as loitering (Figure 9.14).

Anomaly L5—unpredicted location—concerns a situation when a ship is found
in another location than inferred from its previous course. The expected location
is predicted based on two previous locations of a ship (points and times), assuming
that a vessel should continue its trajectory. A location other than the predicted
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Figure 9.12. Anomaly L2—AIS position reports with an invalid speed (relative)
Source: (Filipiak et al., 2018).
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Figure 9.13. Anomaly L3—AIS position reports with an invalid location (relative)

Source: (Filipiak et al., 2018).

one with a margin of 3 miles is considered as anomalous. However, ships that do
not move for over 1 hour are excluded. The detected anomalies with regard to
unpredicted location are presented in Figure 9.15.

The last method tests whether a ship is sailing with an unusually low or high
speed (Anomalies L6 and L.7). Loitering occurs when a ship being on the high sea
starts sailing with a low speed. This method compares the ship’s relative speed
in a given segment with the average relative speed and its standard deviation
calculated for this segment. If the difference exceeds a defined threshold (value
of 2 standard deviations), this position report is considered as anomalous. The
results for these two types of anomalies are presented on Figures 9.16 and 9.17.
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Pandas UDF. Nevertheless, for the sake of precision in the further experiments
kNN with the haversine metric and BallTree partitioning were used.

9.2.6. Reconstruction of edges

Having all AIS points annotated with the nearest waypoints, the next step is recon-
struction of the edges between these waypoints. The algorithm for this approach
is presented in Section 5.3.3. In this case, due to incomplete distribution and often
low quality of AIS data, several measures need to be undertaken to achieve good
results. Fortunately, generation of edges proved to be a less challenging task from
the performance point of view. The only optimization step that had to be applied
was materialization of the enriched AIS dataset. For some reason even caching was
not helpful—grouping the edges spawned a re-calculation of the closest waypoints.
Therefore, our process is divided into two steps:

(1) from raw AIS data to enriched AIS—results are stored in CSV files;
(2) from enriched AIS data (read from the CSV file) to the edges—results are stored
in two files: nodes.csv and edges.csv, representing the mesh.

Nevertheless, there were other challenges concerning the output mesh. A vi-
sual introspection of maps, which show the generated mesh, proved that the
method generated ‘impossible’ or ‘inappropriate’ connections between some way-
points which further on had to be eliminated. It was caused partly by the low AIS
data quality. However, other means were undertaken to improve the final mesh.
Some of the applied techniques are presented below.

For all the tasks presented below we used AIS data from 8 consecutive weeks
(2019 w36—w43). AIS data was filtered, so that only AIS from the German Bight
for tankers, cargo and passenger ships were included. For this input data, 8,809
waypoints were identified. Input AIS data contained 3,639,631 rows, in which 4,857
distinct MMSIs were found. The key manoeuvre points identified with the CUSUM
method contained 414,824 rows, in which 4,609 distinct MMSIs were found.

Edges calculated based on the full AIS data (border points). When a vessel is mov-
ing along its trajectory, it passes many waypoints. We know which points are passed
by, as AIS data is already annotated with the closest waypoint (see Section 9.2.5).
Sometimes there are several consecutive AIS messages with the same waypoint,
especially if the distances between the waypoints are long. We need to identify only
the places where the ‘borders’ between affiliation of AIS to different waypoints are
crossed, i.e., a given message has a different waypoint from the previous message.

In the implementation of the algorithm, the effect described above is achieved
by using the so-called window functions. In these functions it is possible to refer
to the previous value with function lag. We are then able to identify the ‘changed’
rows as described in the listing below:
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from pyspark.sql.window import Window

w = Window.partitionBy("mmsi").orderBy("timestamp_ais")

sdf _ais_with_waypoint_changed = sdf_ais_with_waypoint_idx \
.withColumn("from_waypoint", F.lag('to_waypoint', 1, 0).over(w))
sdf_ais_with_waypoint_changed = sdf_ais_with_waypoint_changed \
.withColumn("changed",

— (sdf_ais_with_waypoint_changed['from_waypoint'] !=
sdf_ais_with_waypoint_changed['to_waypoint']).cast('int'))
sdf_ais_with_waypoint_filtered = sdf_ais_with_waypoint_changed \
.withColumn("timestamp_delta",

~ sdf_ais_with_waypoint_idx.timestamp_ais-F.lag(
'timestamp_ais', 1, 0).over(w)) \

.where('changed=1') \

.where('from_waypoint<>0"')

By applying the above procedure, we reduced the initial 3,639,631 messages
to the filtered 1,494,227 messages. They contain only the points where a current
waypoint (to_waypoint) is different from the previous waypoint (from_waypoint).
We can construct a dataset with edges using grouping by from_waypoint and
to_waypoint, as illustrated in the code below. We also calculate group statistics
like the number of vessels traversing specific edges or time-related stats.

sdf_edges = sdf_ais_with_waypoint_filtered \
.groupBy ("from_waypoint", "to_waypoint") \
.agg(F.count ("*") .alias("cnt"),
.avg("lon").alias("lon"),
.avg("lat").alias("lat"),
.avg("timestamp_delta").alias("avg_time"),
.min("timestamp_delta").alias("min_time"),
.max("timestamp_delta").alias("max_time"),
.stddev("timestamp_delta").alias("stddev_time"))

Mo oMo o

In this specific example we generated 170,644 edges between 8,809 waypoints.
The visualization of this mesh on the map is presented in Figure 9.38 (p. 294).

Analysis of distance on edges. By looking at the Figure 9.38 (p. 294), we observe
a big number of edges that span long distances. Having been visualized on the
map, they very often cross the land. Therefore, we decided to study in detail the
lengths of the edges to identify and possibly eliminate the problem.

In Figure 9.27 we demonstrate the histogram of edges lengths. Please note that
they y-axis is logarithmic. There are almost 50 edges that span two waypoints that
are at least 500 km apart. It reveals the weakness of the approach.

Therefore, we had to adjust the approach to eliminate the longest edges. It
was done by adding a function FILTEREDGES (see Algorithm 5.1, as applied for the
visualization of the meshes presented in Figures 9.39 (p. 295) and 9.40 (p. 296).
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Figure 9.27. Distance between edges in a mesh for all ships in the German Bight

Source: Own work.

Analysis of timestamp delta. AIS data is timestamped. When we analyse a spe-
cific trajectory of a given vessel, we can measure the time that passed between
two consecutive messages. It is called a timestamp delta, in code referred to as
timestamp_delta.

Having calculated the time necessary to pass from one waypoint to another
(column timestamp_delta), it should be possible to propose the fastest route. Un-
fortunately, vessels do not go from waypoint to waypoint. Instead, they go between
some locations that are nearby the waypoints. Moreover, when aggregated, there
is no guarantee that time will be measured between the same points.

We conducted an analysis of timestamp deltas. To present the results of this
analysis, below we show a series of histograms, as a single chart is not able to
provide enough details. Figure 9.28 presents the overall histogram for all the data
from the 8-week period. We see that there are several trajectories that contain gaps
of more than 1,000 hours between the messages. The number is not significant
but it still can be filtered. The majority of deltas, i.e., more than 1,000,000, still
concentrate around zero.

In order to see the details, we need to zoom in the x-axis and show data only
for 24 hours. Figure 9.29 presents the results with an increased resolution. We
can observe that after filtering longer deltas the remaining messages are not very
separate. We need to increase the resolution once more.
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Figure 9.28. Timestamp delta calculated for the whole 8-week period

Source: Own work.
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Figure 9.29. Timestamp delta restricted to 24 hours

Source: Own work.
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Figure 9.30 presents timestamps deltas for messages that appeared within a pe-
riod of one hour. The chart reflects the expected distribution of time differences
between messages.
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Figure 9.30. Timestamp delta restricted to 1 hour

Source: Own work.

The final chart shows which edges span long distances—see the dark lines in
Figure 9.31. These are mostly edges close to the boundaries of the considered area,
so it may mean that a vessel left the area and then came back. Thus, a more careful
filtering or segmentation is necessary.

To conclude, such a distribution of timestamps suggests that we can safely
filter out outliers, i.e., AIS messages that are too far away from each other to form
a trajectory. Thus, we can also avoid joining the waypoints that are too far away (or
at least are not neighbours).

If we combine two phenomena—imprecise calculation of time deltas and
long-distance edges—we also observe anomalies in the average speed as it is
calculated as distance divided by time. Figure 9.32 presents the histogram of the
average speed. The calculation was conducted for all waypoints.

Edges between minimum distance points (mindist). The analysis conducted in the
previous paragraph revealed that more realistic time deltas between waypoints
are needed. Our previous approach correctly identified the transition from one
waypoint (a waypoint segment to be more precise) to another. We referred to them



